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THE GOVERNANCE OF TRANSPARENCY: RESPONDING TO THE CHALLENGES OF MODERN
INSECURITY

How does transparency solve the problems it claims to solve? To date, scholars have often
struggled to answer this question, leaving the organizational mechanisms of transparency
in the dark. My work deciphers the function of transparency: it is a democratic strategy
designed to tackle the feelings of insecurity that are characteristic of modern societies. To
understand the objectives, practices, and traps of this strategy, | compare the rise of
transparency at the beginning of modernity around 1800 with the rise of transparency since
the structural crisis of modernity in the 1970s.

In the first step, | engage with Jeremy Bentham’s invention of political transparency. My first
thesis is that transparency is an attempt to reduce insecurities by distrust. Translating
distrust into practice, transparency, secondly, works as a guideline for developing concrete
techniques that rationalize and formalize communication. These theses are now tested by
scrutinizing the rise of transparency since the new public management employed it to cope
with the challenges of the 1970s. Bentham and the new public management used a very
similar rationale: by producing more and more information political behaviour can be
controlled and rationalized, which in turn reduces insecurities. However, as | show, the
techniques of formalization have unintended consequences that undermine their goals.

This immanent critique asks for a re-evaluation of transparency. In a final step, | compare
the results of my case studies as well as the multi-disciplinary research literature, trying to
outline a general theory of transparency. In sum, transparency provides a powerful
institutional setting that regulates officials by canalizing their behaviour. However, my
research does not only revise the claim that transparency fosters trust (as it translates
distrust into techniques of formalization), it also shows that transparency does neither boost
citizen participation nor security. | will therefore present an alternative approach to cope
with modern insecurities: the republican idea of creative action.
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THE CITY AS DATA MACHINE: LOCAL GOVERNANCE IN THE AGE OF BIG DATA

Over the last decade, tech companies have proposed to solve urban problems by
augmenting cities with sensors, wireless communication, and software. This practice of
merging privately held data with public spaces (popularly known as smart cities) raises
critical questions about transparency, privacy, and inequality. Based on one city’'s attempt
at instituting algorithmic local governance in a historically divided urban environment, my
research demonstrates how smart cities mitigate or worsen existing inequalities. |
demonstrate that already-marginalized communities resist publicly available digital
infrastructures, whereas middle-class, entrepreneurial residents perceive them as an
opportunity to find secure economic futures. This contrast perpetuates the state of low-
income neighbourhoods as “data deserts”— urban areas characterized by a lack of access
to and representation in urban data. The response from public officials and tech companies
to data deserts is to deploy more sensors and cameras, which stands in stark contrast to
residents’ lack of trust in the promise, as well as the affordances of data-driven local
services. This research argues that discussions about algorithmic accountability and digital
surveillance, which focus on blanket values of transparency and privacy, should be more
nuanced and varied in a way that acknowledges different communities’ right to self-
determination over urban data.
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WHEN IN ALGORITHMIC PROCESSES IS HUMAN INTERVENTION NECESSARY FOR
TRANSPARENCY?

Today, machine learning is increasingly being used to make predictions from massive
datasets in all sectors of our society. Machine learning (ML) is an application of artificial
intelligence and is made up of algorithms that analyse data in iterative processes that
humans use to make decisions. ML allows for non-explicit programming methods.
Computers instead ‘learn’ from processing data from training data sets and applying the
new algorithms to untrained datasets. Over the past decade, machine-learning algorithms
have become more sophisticated, and humans are outsourcing tasks to allow computers to
make more decisions based on information the computers have learned from the data.
However, these predictive algorithms used to provide information to make societal decisions



are oftentimes black boxed and hence not transparent. Private companies may develop
software with proprietary algorithms that are then used to make decisions concerning
members of society, with the algorithms’ functions being little understood. As our society
moves towards a compute-rich, data-driven environment where computers are used to make
critical decisions that affect individuals, transparency in how humans create algorithms
and how algorithms work is imperative for an ethical, just society. | ask the following
research question: when and how in these iterative processes should humans intervene and
check for transparency?

The lack of transparency in machine learning is an important sociotechnical problem that
should be addressed by information scientists. In this paper, | demonstrate how machine
learning works. | will show how algorithms lack transparency, and how biases can be
embedded in, introduced into, and reinforced by the original data. | will introduce ideas to
address the problem of black-boxed algorithms.
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HOBBES REVISED AND UPDATED: THE SOCIAL CONTRACT IN THE DIGITAL ERA

In the Leviathan, Hobbes outlined his social contract: Citizens give up their individual liberty
in exchange for common security. To date, this social contract still stands. Yet this social
contract is increasingly under pressure. This is the result of a new space. Cyberspace.

This project researches how societies’ desire for security, and the social contract of Hobbes,
is influenced by cyberspace and digital technology. In this, it works on the understanding
that societies want security — in the physical and digital world. Yet such is difficult in
cyberspace. Cybersecurity is a complicated matter. The question of how to secure oneself in
cyberspace is one many cannot adequately answer. As a result, citizens are increasingly
asking their governments to provide security. As a result, cyberspace — for long a free,
uncontrolled, ungoverned space — has slowly come under government control. What was
once an area of limited statehood is now increasingly an area of statehood. Digital
statehood, with states seeking to provide (digital) security. In this, the digital social contact
functions akin to the original Hobbesian contract. Whereas the physical social contract can
be monitored by its citizens — e.g. the degree of violence and ability of the Leviathan to
provide security — this is much more difficult in the cyberworld. Cybersecurity and cyber
defence are technical, complicated affairs, poorly understood by citizens. At the same time
governments, from China to the US and the UK, among others, have often acted in secrecy,
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avoiding transparency. The NSA and GCHQ, for example, are secretive organizations,
operating in the shadows, far away from the public’s view. Yet they should implement the
practical part of the digital social contract. They should protect citizens.

The research project researches how the Hobbesian social contract is functioning in
cyberspace and in a digitalized society. It asks the following question: In an era of cyber
technology, and the increasing importance of cyberspace, one that will only increase further,
how is the social contract of Hobbes functioning, and how is it affecting the relationship
between government and citizen? A comparative case study will be conducted, consisting of
China, the US and the UK. In each of the studies, | analyse how the respective governments
are securing (their) cyberspace. | will research how this effort was made, with which
arguments, and how it influenced the social contract, and what the reaction of citizens has
been as a result. The expectation is that currently, few and limited mechanisms are in place
to control the Leviathan. Combined with little and lacking transparency on its side, there are
significant risks that the modern-day Leviathan could develop authoritarian tendencies.

Loup Cellard
University of Warwick, UK

THE PERFORMANCES OF DIGITAL INTERFACES IN THE THEATRES OF TRANSPARENCY

Transparency is not solely a pure ideal and horizon of the way liberal democracies conceive
information politics (Ezrahi, 1990. Schudson, 2015). The concept is more insidiously a
powerful device setting a particular theatre where information is contingently delivered. In a
digital context, the privileged theatres where digital citizens inspect and navigate
information are graphical user interfaces (GUIs) such as web browsers, public dashboards
and accountability software. This talk will focus on graphical user interfaces (GUIs) and the
way they order accountability practices and forms of transparency managements. It will
addresses political aspects embedded in and sprouted by GUIs and respond to the following
two pressing issues: How by distributing sensible capacities of seeing (Ranciere, 1995.
2000. 2016), interfaces can potentially leads to the management of visibility (Flyverbom,
2016), attention (Citton, 2016), impression (Goffman, 1959) and capacities for action
(Anderson & Kreiss, 2013)? What definition, ideal or vision of transparency is embedded in a
digital interface?
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DECEPTIVE TRANSPARENCY AND MASKED DISCOURSE IN ONLINE CROWD FUNDING:
A MULTIMODAL CRITICAL DISCOURSE ANALYSIS OF PONZI SCHEMES IN NIGERIA

As the demand for transparency in governance, public and private practices increases, the
Internet becomes increasingly an avenue to foster transparency as well as deceptive
practices. While studies have concentrated on the practices of transparency in the public
sector and private institutions, very little attention has been paid to the perils of
transparency in the digital sphere particularly in the proliferation of online scam practices
such as Ponzi schemes as transparent financial institutions. A Ponzi scheme promises to
alleviate the economic sufferings of the operators and the so-called investors.

Using a multimodal critical discourse analytic approach, this study investigates Ponzi
schemes in Nigeria and their ideology of a transparent economic system. The schemes,
which operate as crowd funding, also claim to operate a mutual benefit fund, which has
been lacking in the Nigerian economy and has prevented individuals from investing in the
banking sector. This study examines the objectives, ideologies and discursive practices of
Ponzi schemes and how the Internet helps to promote the activities of these schemes.

This approach which differs from popular methods and frameworks in the study of



